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Quasiparticle gaps, self-energy corrections, exciton Coulomb energies, and optical gaps
quantum dots are calculated from first principles using a real-space pseudopotential method.
calculations are performed on hydrogen-passivated spherical Si clusters with diameters up to 2
(,800 Si and H atoms). It is shown that (i) the self-energy correction in quantum dots is enha
substantially compared to bulk, and is not size independent as implicitly assumed in all semiemp
calculations, and (ii) quantum confinement and reduced electronic screening result in appre
excitonic Coulomb energies. Calculated optical gaps are in very good agreement with absorption
[S0031-9007(97)03934-3]
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Optical properties of semiconductor quantum structu
with reduced dimensions have been the subject of m
experimental and theoretical studies. One of the m
tivations for these studies has been stimulated by
discovery of visible luminescence from porous Si [1]. A
though there is still debate on the origin of photolumine
cence, there is considerable experimental and theore
evidence for the role of quantum confinement (QC)
producing this phenomenon [2]. However, the agreem
among existing theoretical calculations with experime
tal absorption and photoluminescence data is fair, at b
with a common finding of an inverse correlation of th
optical gap with the nanoparticle size. While this findin
provides an important piece of evidence for QC mode
a complete microscopic understanding of the size dep
dence of optical excitations in Si nanocrystals and poro
Si is yet to be achieved. The aim of this Letter is to inve
tigate the size dependence of optical gaps in Si nanoc
tallites through large scale first principles calculations
quasiparticle gaps and exciton Coulomb energies, an
compare them with available calculations and experim
tal absorption data.

Almost all existing theoretical calculations on Si qua
tum dots are of a semiempirical nature [3–7]. Such
approach postulates the transferability of bulk electro
interaction parameters to the nanocrystalline environm
The validity of this assumption is not clear, and has be
questioned in recent studies [8]. More specifically, Q
induced changes in self-energy corrections, which may
fect the magnitude of the optical gaps significantly, a
neglected in semiempirical calculations by implicitly a
suming a “size-independent” correction which correspon
to that of the bulk. It naturally follows that a reliable wa
to investigate the optical gaps of quantum dots would be
performab initio calculations on these systems. Howev
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there have been two major bottlenecks for the applicat
of first principles studies to quantum dots. First, accura
ab initio calculations have so far been limited, due to larg
computational demand, to small systems which usually
not correspond to the sizes of the nanoparticles for wh
experimental data are available. Second, even accu
ab initio calculations performed within the local densit
approximation (LDA) would suffer from the well-known
underestimate of the band gap [9]. In order to remedy t
problem, a few self-consistent density-functional-theor
based calculations within LDA have been performed whe
a size-independent self-energy correction of 0.68 eV (bu
limit) has been added [10]. This approach is, in principl
not so different from a semiempirical calculation, and do
not address the effects of QC on the self-energy.

The first bottleneck, i.e., the large computational d
mand required in modeling quantum dots from first pri
ciples, can be overcome by straightforward applicati
of new electronic structure algorithms, such as real-spa
methods [11,12], to these confined systems using m
sively parallel computational platforms. As for the se
ond problem, i.e., the underestimate of the band gap d
to LDA, while sophisticated formalisms like the GW ap
proximation [9] would be quite accurate, the confined n
ture of the quantum dots makes it possible for a simp
formulation of the fundamental quasiparticle gaps. F
ann-electron system, the quasiparticle gap´

qp
g can be ex-

pressed in terms of the ground state total energiesE of the
sn 1 1d-, sn 2 1d-, andn-electron systems as

´qp
g ­ Esn 1 1d 1 Esn 2 1d 2 2Esnd (1)

­ ´band
g 1 S , (2)

where ´band
g is the usual single-particle LDA band ga

(defined as the eigenvalue difference between the low
© 1997 The American Physical Society
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unoccupied and the highest occupied orbitals), andS is
the self-energy correction. Therefore, the calculation
the quasiparticle gap requires the self-consistent soluti
of three different charge configurations of each quant
dot. The computational demand of this approach c
be reduced significantly by using the wave functions
the neutral cluster calculation to extract very good init
charge densities for the self-consistent calculations of
charged systems. With a real-space method, it is a
quite straightforward to calculate the total energies
these charged systems [Esn 1 1d andEsn 2 1d] without
the use of a compensating background charge that wo
be necessary for a supercell geometry.

Our calculations were performed in real space us
the higher-order finite-difference pseudopotential meth
[11]. Quantum dots were modeled by spherical bu
terminated Si clusters that are passivated by hydro
atoms at the boundaries. We used Troullier-Martins ps
dopotentials [13] in nonlocal [14] and local forms fo
Si and H, respectively. All calculations were performe
within LDA using the exchange-correlation functional o
Ceperley and Alder as parametrized by Perdew and Zun
[15]. The kinetic energy in the finite-difference expre
sion was expanded up to twelfth order in the grid spa
ing h, chosen to be 0.9 a.u. No change in the calcula
gap values was found upon decreasingh to 0.75 a.u. The
wave functions were required to vanish outside a sph
cal domain, which was at least 7.5 a.u. away from the l
shell of Si atoms. The Hartree potential was solved by d
cretizing the Poisson equation and matching the bound
potential with that of a multipole expansion of the char
density with angular momentuml ­ 9 to 15 depending on
the size of the system. All calculations were perform
on a Cray C-90 computer, except for the two largest ca
(Si293H172 and Si525H276), which were run in parallel on a
Cray-T3E machine.

Size dependence of the quasiparticle and LDA ba
gaps, and self-energy corrections are shown in Fig
Both gap values and self-energy corrections are enhan
substantially with respect to bulk values, and are
versely proportional to the dot diameterd as a result of
QC. Specifically,´

qp
g sdd 2 ´

qp
g,bulk, ´band

g sdd 2 ´
band
g,bulk,

andSsdd 2 Sbulk scale asd21.2, d21.1, andd21.5, respec-
tively. The quasiparticle gaps shown in Fig. 1 are s
nificantly higher compared to the gap values obtained
earlier semiempirical calculations [3–6]. The main re
son for this is the significant enhancement of electron s
energies due to QC, which cannot be properly taken i
account in semiempirical approaches. The dotted horiz
tal line in Fig. 1 shows the self-energy correction to t
LDA band gap in bulk Si, and it can be seen that even
a quantum dot withd ­ 20 Å, the self-energy correction
is twice the bulk value of 0.68 eV.

For direct comparison with experimental absorpti
data, exciton Coulomb and exchange-correlation ener
need to be included. Compared to the Coulomb ener
exciton exchange-correlation energies are much sma
of
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FIG. 1. Calculated quasiparticle (e) and LDA band gapss1d,
and self-energy corrections (h) as a function of the quantum
dot diameterd (in Å). The solid lines are power-law fits to
the calculated data approaching the corresponding bulk lim
The horizontal dotted line is the bulk limit of the self-energ
correction (0.68 eV).

for the quantum dots studied in this work, and will there
fore be neglected. QC in nanostructures enhances the
exciton Coulomb interaction, and also reduces electro
screening, so that the exciton Coulomb energyECoul can
be comparable to the quasiparticle gap. Therefore, in
der to extract the optical gaps, this term needs to be c
culated accurately.

A crude, yet commonly used, approximation toECoul

comes from the effective mass approximation (EMA
which assumes an infinite potential barrier at the bound
of the quantum dot and envelope wave functions f
a noninteracting electron-hole pair in the formcsrd ,
1
r sins2prydd. This approximation forECoul yields (in
atomic units)

ECoul ­
3.572

ed
, (3)

where e is the dielectric constant of the quantum do
[16]. EMA, though commonly used, cannot be expect
to yield accurate exciton Coulomb energies, since in th
approximation the microscopic features of the electro
hole wave functions inside the quantum dot are neglect
and the wave functions are constrained to vanish abrup
outside the quantum dots, instead of decaying relativ
slowly into the vacuum. We have, therefore, calculat
ECoul directly usingab initio pseudo–wave functions and
the correct expression for this term, which can be writt
as

ECoul ­
Z jcesr1dj2jchsr2dj2

esr1, r2d jr1 2 r2j
dr1 dr2 . (4)

In this expression,ce and ch are the electron and hole
wave functions, respectively, andesr1, r2d is the micro-
scopic screening dielectric response function. First,
sete ­ 1, and calculated the unscreenedECoul. The re-
sults are shown in Fig. 2 along with the predictions
1771
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the EMA and recent similar calculations of Franchesch
and Zunger [17] using semiempirical pseudopotentia
Our calculations for the unscreened exciton Coulom
energy are in quite good agreement with the semie
pirical calculations of Ref. [17], both predictingsmaller
Coulomb energies and a softer power-law decay co
pared to EMA. Fitting the calculated data to a power la
of the diameter asd2a , we finda ­ 0.7, in good agree-
ment with the semiempirical result ofa ­ 0.8. This fig-
ure also shows, as mentioned earlier, that the unscree
exciton Coulomb energies, although overestimated by
EMA, are comparable to the quasiparticle gaps. F
example, for Si293H172 with d ­ 22.4 Å, the unscreened
ECoul ­ 1.8 eV, while the calculated́

qp
g ­ 2.94 eV.

An accurate calculation ofECoul in Eq. (4) requires
the microscopic calculation of dielectric respon
function esr1, r2d. However, such a calculation for
quantum dot is quite cumbersome due to the large co
putational demand. Instead, we proceeded as follo
First, we calculated the polarizabilities of a few select
quantum dots using a finite-field method, and the sta
dielectric constants for these dots were obtained wit
the dielectric sphere model [18]. Next, we fitted th
calculated static dielectric constants as a function of
quantum dot radiusr to a generalized Penn model [19] t
obtain esrd ­ 1 1 s11.4 2 1dyf1 1 s9.7yrd1.3g, where
11.4 is the bulk static dielectric constant of Si andr is
measured in Å. The fitting parameters to the generali
Penn model agree quite well with the parameters
Ref. [8]. Finally, we used this expression foresrd by
approximating esr1, r2d ø esr ­ jr1 2 r2jd. We note
that this formalism for the dielectric response functio
while approximate, treats the effective screening m
accurately in calculatingECoul than using the static

FIG. 2. Unscreened exciton Coulomb energies as a func
of the quantum dot diameterd (in Å) calculated by (i) effective
mass approximation (dotted line), (ii) direct semiempiric
pseudopotential calculations (n from Ref. [17]), and (iii) direct
ab initio pseudopotential calculations (h) as explained in the
text. The solid lines are power-law fits to the calculated dat
1772
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dielectric constant of the quantum dot. In earlier studie
the dielectric response functionesr1, r2d was approxi-
mated by the static dielectric constant of either the bulk
the particular quantum dot [which corresponds to puttin
e21 outside the integral in Eq. (4)]. However, becaus
of the wave-vector dependence of the dielectric functio
and QC, screening will have different effects at differen
length scales. For example, whenr1 and r2 in Eq. (4)
are very close to each other, there will be practically n
screening, ande ø 1. Since both the hole and electron
wave functions are well localized towards the center o
the quantum dot, the screening will be reduced signifi
cantly, resulting in larger Coulomb energies compare
to the case of using a single dielectric constant for a
distances.

The resulting optical gapś
opt
g ­ ´

qp
g 2 ECoul along

with the quasiparticle gaps and experimental absorpti
data from Si nanocrystallites [20] are shown in Fig. 3
Although the calculated quasiparticle gaps are,0.4 to
0.6 eV larger than the experimental absorption data, t
calculated optical gaps are in excellent agreement w
experiment. At this point, an interesting observatio
can be made about the good agreement of previo
semiempirical calculations with experiment [2,3,5]. In th
above semiempirical approaches, it is the underestima
of both the quasiparticle gapsand the exciton Coulomb
energies (through the use of a static dielectric consta
of either the bulk or the quantum dot), that puts th
calculated values in good agreement with experimen
As a matter of fact, the bare gaps of Refs. [3] an
[5] without the exciton Coulomb energies are in bette
agreement with the experiment. Our present resu
demonstrate that (i) the quasiparticle gaps in Si quantu
dots are actually higher than previously thought, an
(ii) the exciton Coulomb energies, because of the wav

FIG. 3. Calculated quasiparticle gaps (dotted line), optic
gaps (shown by3 fitted to the solid line), and experimental
absorption data from Si nanocrystallites (h and e from
Ref. [20]) as a function of the quantum dot diameterd (in
Å). The two sets of experimental data (e andh) differ by the
method to estimate the nanocrystalline size.
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vector dependence of the dielectric response funct
esr1, r2d, are higher than previously calculated, resulti
in optical gap values that are in good agreement with
experimental absorption data.

In summary, we have implementedab initio real-
space calculations of quasiparticle and LDA band ga
self-energy corrections, exciton Coulomb energies, a
optical gaps for Si quantum dots with diameters
to 27.2 Å using the higher-order finite pseudopotent
method. Our calculations indicate enhanced self-ene
corrections compared to the bulk and substantial ex
ton Coulomb energies due to QC. Our calculated o
tical gaps are in very good agreement with the opti
absorption data from Si nanocrystallites. Finally, we no
that given the success ofab initio calculations for a better
understanding of the optical absorption in Si nanocrys
lites, furtherab initio studies of luminescence in quantu
dots, which will involve excited electronic states [21], a
essential. Such studies are expected to help explain
large differences between absorption and luminesce
energies [2] and the possible roles played by QC, s
face states [22], and relaxations associated with Sto
shifts [23], towards a better microscopic understanding
visible luminescence from Si nanocrystals and porous
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